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Figure 1-1   Blue Gene/P system overview from the microprocessor to the full system

1.1.1  System buildup

The number of cores in a system can be computed using the following equation:

Number of cores = (number of racks) x (number of node cards per rack) x (number of 
compute cards per node card) x (number of cores per compute card)

This equation corresponds to cores and memory. However, I/O is carried out through the I/O 
Node that is connected externally via a 10 gigabit Ethernet network. This network 
corresponds to the functional network. I/O Nodes are not considered in the previous equation.

Finally, the compute and I/O Nodes are connected externally (to the outside world) through 
the following peripherals:

! One Service Node
! One or more Front End Nodes
! Global file system

1.1.2  Compute and I/O nodes

Nodes are made of one quad-core CPU with 2 GB or 4 GB of memory. These nodes do not 
have a local file system. Therefore, they must route I/O operations to an external device. To 
reach this external device (outside the environment), a Compute Node sends data to an I/O 
Node, which in turn, carries out the I/O requests.

The hardware for both types of nodes is virtually identical. The nodes differ only in the way 
they are used, for example, extra RAM might be on the I/O Nodes, and the physical 
connectors thus are different. A Compute Node runs a light, UNIX®-like proprietary kernel, 
referred to as the !"#$%&'()"*'(+',-'.(/!)+0. The CNK ships all network-bound requests 
to the I/O Node.
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